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Abstract

Meta-heuristic techniques are important as they are used to find solutions to computationally
intractable problems. Simplistic methods such as exhaustive search become computationally
expensive and unreliable as the solution space for search algorithms increase. As no method is
guaranteed to perform better than all others in all classes of optimization search problems, there
is a need to constantly find new and/or adapt old search algorithms. This research proposes an
Infrasonic Search Algorithm, inspired from the Gravitational Search Algorithm and the mating
behaviour in peafowls. The Infrasonic Search Algorithm identified competitive solutions to 23
benchmark unimodal and multimodal test functions compared to the Genetic Algorithm, Particle
Swarm Optimization Algorithm and the Gravitational Search Algorithm.
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1 Introduction

Researchers have shown the unsuitability of simplistic methods such as exhaustive search for solving
optimization search problems. Simplistic methods particularly become increasingly inefficient as the
solution space increases, and at times are unable to escape local minima.

Over the years, there have been increased interests in the adaptation of natural or biological
phenomena to design more efficient optimization search algorithms. A particular class (population
based) of these algorithms which have been shown to be efficient are based on cooperation among
agents in a solution space. An agent can been seen as a candidate solution to the optimization
problem to be solved. To find optimal solutions, candidate solutions share/exchange information
about the search space as the algorithm progresses.

The main difference between these algorithms based on agent cooperation lies in the way the agents
share information, and how candidate solutions are updated based on the exchanged information.

There is always a need to identify new or adapt existing meta-heuristic algorithms, which may
perform better for some kind of computationally intractable problems. This is why this study
proposes the Infrasonic Search Algorithm (ISA); a population based algorithm inspired from the
Gravitational Search Algorithm (GSA)[1].

In the GSA, it is assumed that masses represent the fitness of a solution, with heavier masses
indicating fitter solutions and based on the law of gravitation, heavier masses attract lighter masses
towards itself. In the same vein, in the infrasonic search algorithm higher quality solutions produce
higher sound intensity compared to poorer solutions and agents move towards regions producing
high intensity infrasonic sounds.

The difference between the GSA and the mating display algorithm is in the formulation of fitness
of solutions and the movement of agents in a solution space. The GSA is based on the law of
gravity, while the mating display heuristic is based on sound intensity. In subsequent sections, some
population based heuristic algorithms are overviewed, the Infrasonic Search Algorithm is defined
and result of solving 23 benchmark functions with the Infrasonic Search Algorithm compared with
other population based algorithms is presented.

2 Related Work

It is necessary to find optimal combinations for the efficient management of scarce resources, which
is why optimization methods are useful and have been applied in a number of fields among which
include Manufacturing [2, 3], Engineering [4, 5] and Education [6, 7].

Solutions to optimization problems which could be constrained or unconstrained, single objective
or multi objective have been successfully found using algorithms that could broadly be classified
into nature inspired vs non-nature inspired. However, Beheshti, Mariyam and Shamsuddin [§]
have listed other possible classification schemes from different view points. Irrespective of the
classification scheme, algorithms can still be grouped to be either nature or non-nature inspired.

In this research, nature inspired algorithms are those algorithms such as the Genetic Algorithm [9],
Ants Colony Optimization algorithm [10], Gravitational Search Algorithm [1] and Particle Swarm
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Optimization Algorithm [11] that mimic a physical or biological process that exist in nature, while
non-nature inspired algorithms such as Tabu Search [12], Hill Climbing and Harmony Search [13]
are based on heuristic not present in nature.

Population based algorithms are a subset of nature inspired optimization methods where information
is shared between candidate solutions in order to find better candidates. The difference between
population based techniques is largely in the way information is shared between candidate solutions
and how new candidate solutions are found based on the shared information.

The Genetic Algorithm [9], inspired from natural evolution shares information by selection, crossover
and mutation genetic operators which have been discussed extensively in researches [14, 15]. In the
genetic algorithm, a candidate solution is represented as a chromosome and then two solutions
are combined through the crossover operator or a single allele in a chromosome is changed through
mutation to generate a new candidate solution. Selection techniques among which include tournament
and roulette wheel are used to determine chromosomes that will make up a subsequent generation.
Razali and Geraghty [16] have investigated how different GA selection strategies influence the
performance of the genetic algorithm. In principle the good properties of older solutions will be
transferred to subsequent generations, ensuring that solutions found in subsequent generations are
fitter than solutions found in previous generations.

The Ants Colony Optimization Algorithm [10] is inspired from the way ants find a path to a
food source through cooperation. Initially, agents move randomly but update their path trail with
pheromones proportional to the quality of a solution found. Subsequent agents use this pheromone
trail as information that guide their traversal to a solution and then if the path is promising,
additional pheromones are deposited on the path, thus increasing the likelihood that future agents
will follow that path.

Agents in the Gravitational Search Algorithm [1] share information following the Newtonian laws of
gravity and motion. The quality of a solution (fitness of an agent) determines its mass, and agents
move towards each other by the gravitational force F' = ma. Fitter agents have larger masses, thus
their movement is less influenced by less fit solutions, whilst unfit solutions move towards heavier
masses (fitter solutions).

Agents in the Particle Swarm Optimization algorithm are guided to newer solutions based on the
history of the agents’ best solution found and the global best solution of all agents in a population.

Numerous population based algorithms have been identified, the majority of which have been
exhaustively reviewed [8]; however the genetic algorithm, particle swarm optimization and the
gravitational search algorithms are among the most widely used population based algorithms that
is used to solve optimization problems. The algorithm investigated in this research is an adaptation
of the GSA, and the results presented in subsequent sections compares the quality of the Infrasonic
Search Algorithm with the Genetic Algorithm, Particle Swarm Optimization Algorithm and the
Gravitational Search Algorithm.

3 Methods

3.1 Infrasonic Search Algorithm (ISA)

Largely inspired from the Gravitational Search Algorithm (GSA), in the Infrasonic Search Algorithm
(ISA) agents aim to creation the loudest sound intensity by listening and adjusting its position based
on the sound produced from other agents in the solution space.
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Peafowls have been shown to produce infrasonic sounds with their tails to attract mates. Other
peacocks respond to this mating sound by increased movement or an increase in a corresponding
infrasonic sound [17]. Adapting this for a heuristic search algorithm, high intensity sounds are
created from high quality solutions which determine the rate of movement/exploration of search
space from neighbouring agents. Given that sound intensity reduces as the distance between the
originating source increases, the rate at which an agent responds to sound from another agent
reduces as the euclidean distance between the two agents increases. The formulation for updating
and creating sounds in described in the next section.

3.1.1 Formulation of the ISA

The intensity of sound from a peafowl and the rate at which the sound is produced is used to attract
mates among peafowls. This study uses this principle for a meta-heuristic search algorithm. In
adapting the peafowls’ infrasonic mating sound display for a meta-heuristic search algorithm, higher
sound intensity /rate are created by fitter agents, and thus result in increased movement/exploration
from other agents.

Similar to the GSA, in the ISA agents are attracted towards other fitter agents who ostensibly are
better mates, and the extent to which an agent will move towards another agent is based on the
sound intensity from that agent and the distance between the two agents.

The sound intensity between two agents represented as vectors V; and Vj is defined as:

P
A,

I (3.1)

where A;; = 4777, and r is he euclidean distance between V; and V; and P; is the normalised
power determined by the fitness of V;.

Sound power is the rate at which the energy from a source (agent) is transferred. The normalised
fitness at a given time ¢ of the agent is determined by Equation 3.2 and Equation 3.3.

_ fitness;(t) — worst(t)

pilt) = best(t) — worst(t)

Pt = 2 (3.3)
2 7i(t)

An agent moves towards its neighbour with the highest intensity by a percentage of the difference
between the vector that represents the agent V; and the vector that represents the neighbour V; with
the highest intensity as shown in Equation 3.5. The percentage per;(t) is computed by Equation
3.4, where p = [0,100] is a variable that controls the extent to which an agent is attracted to the
neighbour with the highest intensity.

fitness; (t)

- : + rand(0,1)) X p  minimisation
maz(fitness;(t),fitness;(t)) ’
peri (t) = fitness;(t) ’ (34)

maz(fitness;(t),fitness;(t)
(Vi) = Vi(t)) x peri(t)
100

The displacement computed in Equation 3.5 is added to the vector representing the agent V; plus
a fraction of its past movement to form a new vector for the subsequent iteration as shown in

5+ rand(0,1)) X p mazimisation

displacement;(t) = (3.5)
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Equation 3.7. The idea is that an agent’s memory also has an influence on its future movement, a
concept also used in the Gravitational Search Algorithm.

movement;(t) = movement;(t — 1) x rand(0, 1) + displacement;(t) (3.6)
where movement;(0) = 0 '

Vi(t + 1) = movement;(t) + Vi(t) (3.7)

In cases when updating an agent’s vector result in a vector outside the search domain, values outside
the domain are set to a random value in the search domain.

Agents in a population are initialized to random values, for example Fi(z) for 5 an agent will be
initialized to a random vector [di,ds....dn=50]; where dy is a value in range [—100,100]. In each
iteration, the position of agents are adjusted based on equation 3.5, equation 3.6 and equation 3.7
and then the global best agent is returned in the final iteration. In terms of the time complexity of
the ISA, as with the GSA, all agents are compared with others, thus the algorithm is run in O(n2).
The pseudocode for the ISA is shown in Algorithm 1.

Two parameters control how the agents are moved towards neighbours; p a value in range [0 — 100]
is a percentage that controls the extent to which an agent moves towards its highest intensity
neighbour and the random value in equation 3.6 controls the extent to which an agents’ historical
movement influences its new position. Grid search is used to find appropriate values for p for each
benchmark function. In grid parameters are exhaustively searched to find the most optimal value
for a particular algorithm.

Algorithm 1: Pseudocode for the Infrasonic Search Algorithm (ISA)

1 pop < initialize population to random values

2 movement + initialize historical movement to zeroes

3 best + fittest solution in pop

4 for i = 1 to max iterations do

5 Compute displacement (Equation 3.5)

6 Compute the extent to which agents are moved (Equation 3.6)
7

8

9

Update historical movement
Update the position of agents to form a new population (Equation 3.7)
Update best solution

10 return best.

4 Comparative Study

Hussain et al. [18] have reviewed benchmark functions that can be used to evaluate the quality
of meta-heuristic algorithms. 23 of these benchmark functions shown in Appendix were used to
evaluate to performance of the ISA in order to compare with the results of the Genetic Algorithm,
Particle Swarm Optimization and the Gravitational Search Algorithm published by Rashedi et al.

[1].

Table 1 shows the average and median results for the minimization of the 23 benchmark functions in
Appendix after 1000 runs for Fi to Fi3 and 500 iterations for Fi4 to Fa3. The result for the Genetic
Algorithm, Particle Swarm Optimization and the Gravitational Search Algorithm is extracted from
the results presented by Rashedi et al. [1].
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5 Discussion and Conclusion

Simplistic methods have been shown to be unable to find adequate results for the majority of
optimisation problems, which is why this researches have focused on finding more suitable techniques
to find optimal solutions to these kind of problems.

Even as a number of search algorithms inspired from natural phenomena and/or other principles
that perform well for optimisation problems have been developed, the no free lunch theorem suggests
that no method is guaranteed to outperform all others in all problems. Thus, there is the constant
need to adapt previously developed algorithms or identify new algorithms that may perform well
for some categories of search problems.

This research presented an algorithm inspired from the mating behaviour of peafowls. Peafowls
create infrasonic sounds to attract possible mates, and the probability that another peafowl responds
to to a generated infrasonic sound is increases based on the sound intensity produced and the
distance between peafowls. This is a simplistic description on how peafowls identify suitable mates.
In reality, infrasonic infrasonic sound generation is just one factor in a more complex process.

Following the principle of peafowls using infrasonic sounds to attract suitable mates, an agent
in a population will produce sounds with higher intensity based on the quality (fitness) of the
agents’ solution, and thus attract other agents to itself. This idea is identical to the Gravitational
Search Algorithm, in that in the GA, fitter solutions have higher masses and thus attracts other
solutions. The main difference between the GSA and the method presented in this research is in
the formulation in which agent move towards each other. In the GA, the formulation is based on
the laws of gravity while the method presented in this study (Infrasonic Sound Algorithm), is based
on the formulations of sound travelling in a medium.

The results showed in Table 1 suggest that the ISA was able to identify competitive solutions to
23 benchmark unimodal and multimodal functions compared to the Genetic Algorithm, Particle
Swarm Optimization and the Gravitational Search Algorithm. The ISA performed better than
the GSA in 4 of the 23 benchmark functions, and better than the Genetic Algorithm in 10 of the
23 benchmark functions, suggesting that the proposed method may be suitable for some kind of
optimization problems. Further work will aim to find those optimization problems that the ISA
will be suitable for.
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Table 1. Evaluation results for the benchmark functions with the GA, PSA, GSA

Appendices

and ISA algorithms

GA PSA GSA ISA

Average Median Average Median Average Median Average Median
F1 23.13 21.87 1.8x10~3 5.0x10 2 7.3x10 11 7.1x10— 11 14.93 15.94
F2 1.07 1.13 2.0 1.9x1073 4.03x10° 4.07x1075 2.55 2.62
F3 5.6x103 5.6x103 4.1x103 2.2x103 0.16x103 0.15%x103 0.99%103 1.03x103
F4 11.78 11.94 8.1 7.4 3.7x10~6 3.7x10~6 5.2 5.8
F5 1.1x103 1.0x103 3.6x10% 1.7%x103 25.16 25.18 2.31x102 2.94x102
Fé 24.01 24.55 1.0x1073 6.6x10~3 8.3x10 11 7.7x10— 11 15.53 16.29
F7 0.06 0.06 0.04 0.04 0.018 0.015 0.08 0.08
F8 —1.2x10%  —1.2x10% —9.8x103 —9.8x103 —2.8x103 —2.6x103 1.09x10% 1.09x10%
F9 5.90 5.71 55.1 56.6 15.32 14.42 147.51 149.25
F10 2.13 2.16 9.0x1073 6.0x1073 6.9%x103 6.9%x1073 3.78 3.81
F11 1.16 1.14 0.01 0.0081 0.29 0.04 2.47 2.52
F12 0.051 0.039 0.29 0.11 0.01 4.2x10713 4.18 5.09
F13 0.081 0.032 3.1x10~18 2.2x10723 | 3.2x10732 2.3x10732 1.28 1.33
Fl14 0.998 0.998 0.998 0.998 3.70 2.07 0.998 0.998
F15  4.0x10~3  1.7x1073 2.8%x1073 7.1x10~4 8.0x103 7.4%x10~4 8.7x10~%  7.5x1074
F16 —~1.0313 —~1.0315 —~1.0316 —1.0316 —1.0316 —1.0316 —1.0186 —1.0316
F17 0.3996 0.3980 0.3979 0.3979 0.3979 0.3979 0.3979 0.3979
F18 5.70 3.0 3.0 3.0 3.0 3.0 3.0 3.0
F19 —3.8627 —3.8628 —3.8628 —3.8628 —3.8628 —3.8628 —3.8623 —3.8625
F20 —3.3099 —3.3217 —3.2369 —3.2031 —2.0569 —1.9946 —3.2829 —3.3188
F21 —5.6605 —2.6824 —6.6290 —5.1008 —6.0748 —5.0552 —9.6767 —10.0616
F22 —7.3421 —10.3932 —9.1118 —10.402 —9.3399 —10.402 —9.9791 —10.3863
F23 —6.2541 —4.5054 —9.7634 —10.536 —9.4548 —10.536 —9.9059 —10.4692
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Table 2. 23 unimodal and multimodal benchmark functions for evaluating the
efficiency of the Infrasonic Search Algorithm

Function Equation Domain Dim(n) Pop. size iterations
Fy(X) |-100, 100] n 50 1000
#y(x) =1+ 1 = -1, 10] E %0 1000
Lz
n i ' ‘nli
F(X) Ll L= [-108, 100] 0 50 1000
i=t|j=1 )
Fy(X) T =) 1 5ign] |-100, 100] a 50 1000
R x) X |Jc--.| )17 Fan, a0 a0 e 1000
Fg(X) '59|| [-100, 100] a0 50 1000
By (X) T iz random]n,1) [-1.25, 1.28] 0 50 1000
=1
i) B ozpin( T |-00, 500] b 50 1000
=1 A
Fy(X) .\": 22— tllcas(2nz;} 410 [-5.12, 5.19] 0 50 1000
L
Fg(x) nupl 02y 1 \ "P[g‘. T m;h:,-.) Fil4e 32, 33 b 50 1000
=1 !
- 2 “ =i ; .
Fua(X) i 1 ’_IILr H,”m [-600, 600] a0 0 1000
e 2 2 . .
Fya(X) [§1cy5n.:,yl]| _3]Iy, 12 [14100im? (x4 )] Hipm -0 |-5a, 50] an 50 1000
i
b T u(e10,100,4)
=1
yi=t+ I
kjz;—a)™ x;>a
u(zja ke m={ 0 .“-,-{.,
b —zi-a)™ a
Fyg(X) 01 [nn (a4 T (o J-7| |m (Srx;+1)]4 {zm—1) [ sin (2rzn )]} |50, 50 0 1] 1000
- nl:ri:'.'l:.:ll::-i]
=1
1
Fra{X) —ﬁu \ -65.53, £5.53] 2 50 500
1 . ;6
- (=i
1 7
L (8 4byrn " .
Fa(X) b3 E!'(_E‘T;’T}] &, 8] 1 50 500
F1g(X) 4=J Lisf et o —dad ] -5, 8] 2 E 1000
i )
Fys(X) |,g|;_-§.==;+§,, 8 410(1- gk Jcoezg $10 -5, 10] x [0, 18] ] 1] 500
Fig(X) [14 (g +og 4112 (10 14y 43rf — 1dzg H8zy 294 307)) |-&, 8 b =0 500
K[A04+{2xg -3zg)? % (18- 22zq 1227 4Brg ~ry =g 42723]]
4 3
Fyg(X) r n,-crp"r E ajiz; M,ﬂ [0, 1] 3 50 500
i=1 (WS /
£ g 2 5 5
Fao(x) L_‘-L“:'"P JS.]ﬂijtr_, Pijl g, 1] G 50 B
Fag(X) 5 1K e Xmag) ey ! I, 10] i 0 500
i=l
:
Fog(X) _3'_ WX —agh X —ag) T ey 1 0, 10 A 1] 500
i
c
Fog(X) qx 3 X—a;) T ey 0, 10 A 1] 500
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